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LR(X4)
Step / Bits

Param.(M)/Ops(G)

DiffBIR
50 / 32-bit

1,618 / 49,056

OSEDiff
1 / 32-bit

1,303 / 4,523

PassionSR
1 / 8-bit

238 / 1,060
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Introduction
Diffusion models achieve strong performance in real-world super-resolution 
tasks but remain costly in storage and computation. To address this, we 
propose PassionSR, a post-training quantization method tailored for one-
step diffusion models in super-resolution.

Contribution
 PassionSR is the first low-bit (6/8 bit) PTQ 

model for one-step diffusion super-resolution.
 It adopts a simplified effective UNet-VAE 

model architecture as full-precision version.
 Two key techniques, LET and DQC, are 

introduced to enhance quantization 
performance, stability and efficiency.

 PassionSR delivers perceptual quality close to 
full precision and outperforms existing 
quantization methods.

Methods

 Linear Equivalent Transformation：
       The input matrix 𝑿𝑿 shaped as ℝN×𝐶𝐶𝑖𝑖𝑖𝑖, utilizes 
weight matrix 𝑾𝑾 ∈ ℝ𝐶𝐶𝑖𝑖𝑖𝑖×𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜 and bias matrix 𝑩𝑩 ∈  
ℝ1×𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜 to calculate output matrix Y ∈  ℝ𝑁𝑁×𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜.
       To introduce learnable equivalent 
transformation, we use learnable scale factor 
𝐬𝐬 ∈  ℝ1×𝐶𝐶𝑖𝑖𝑖𝑖 and learnable bias 𝜹𝜹 ∈  ℝ1×𝐶𝐶𝑖𝑖𝑖𝑖 to 
transform input 𝑋𝑋：

�𝑊𝑊 = 𝑠𝑠 ⊙𝑊𝑊, �𝑋𝑋 = (𝑋𝑋 − 𝛿𝛿) ⊘ 𝑠𝑠, �𝐵𝐵 = 𝐵𝐵 + 𝛿𝛿𝑊𝑊
where ⊙, ⊘ represent element-wise 
multiplication and division。

During quantization process, the output of 
full-precision operation and low-bit quantization,

�
𝑌𝑌𝑞𝑞 = 𝑄𝑄𝑎𝑎 �𝑋𝑋 𝑄𝑄𝑤𝑤 �𝑊𝑊 + 𝑄𝑄𝑏𝑏( �𝐵𝐵)
𝑌𝑌𝑓𝑓𝑓𝑓 = �𝑋𝑋 �𝑊𝑊 + �𝐵𝐵 = 𝑋𝑋𝑊𝑊 + 𝐵𝐵 = 𝑌𝑌

where 𝑄𝑄𝑎𝑎 ,𝑄𝑄𝑤𝑤 ,𝑄𝑄𝑏𝑏 represent the quantization 
operation on activation, weight and bias.

 Distributed Quantization Calibration ：
     Due to the discontinuous nature of the 
rounding function, the training process of 
model quantization often suffers from 
instability—particularly when simultaneously 
calibrating the boundaries of low-bit 
quantization (LBQ) and the scale factors in 
learnable equivalent transformations (LET).
      To address this, we propose a Distributed 
Quantization Calibration (DQC) strategy 
that splits the calibration into two sequential 
stages. After updating the scale and offset 
parameters of LET in the first stage, LBQ is 
re-initialized to adapt to the updated 
quantization vectors. This DQC strategy 
significantly accelerates convergence, 
stabilizes training process, and enhance the 
quantized model’s performance meanwhile. 
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