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Motivation

• Diffusion Models excel in Real-World SR tasks but face 

problems when deployed in resource-constrained environment. 

• Steps of Diffusion SR models have been reduced to 1 but

they still have large storage and computation consumptions.

• Low-bit quantization reduces computation extremely with severe performance degradation. 

• We propose PassionSR, a Post-training Quantization method for one-step diffusion model in SR.
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LR HR OSEDiff MaxMin LSQ Q-diffusion EfficientDM PassionSR

LR(X4)
Step / Bits

Param.(M)/Ops(G)

DiffBIR
50 / 32-bit

1,618 / 49,056

OSEDiff
1 / 32-bit

1,303 / 4,523

PassionSR
1 / 8-bit

238 / 1,060

W6A6 comparison
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Overall

• Step 1: We simplify the 
structure of OSEDiff by 
removing the components 
DAPE and CLIP Encoder 
to obtain PassionSR-FP. 

• Step 2: We use a quantizer 
with two key trainable 
parts, including a learnable 
boundary quantizer and a 
learnable equivalence 
transform. 

• Step 3: We design a 
distributed calibration 
strategy and a special loss 
function to accelerate the 
convergence of the 
quantization calibration.
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在此处键入公式。

LET

sInput weight

Linear Quantization Equivalent Transformation：
The input matrix 𝑋𝑋 shaped as ℝN×𝐶𝐶𝑖𝑖𝑖𝑖, utilizes weight matrix 𝑊𝑊 ∈ ℝ𝐶𝐶𝑖𝑖𝑖𝑖×𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜 and bias matrix 

𝐵𝐵 ∈ ℝ1×𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜 to calculate output matrix Y ∈ ℝ𝑁𝑁×𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜.
To introduce learnable equivalent transformation, we use learnable scale factor s ∈ ℝ1×𝐶𝐶𝑖𝑖𝑖𝑖 and 

learnable bias 𝛿𝛿 ∈ ℝ1×𝐶𝐶𝑖𝑖𝑖𝑖 to transform input 𝑋𝑋：
�𝑊𝑊 = 𝑠𝑠 ⊙𝑊𝑊, �𝑋𝑋 = (𝑋𝑋 − 𝛿𝛿) ⊘𝑠𝑠, �𝐵𝐵 = 𝐵𝐵 + 𝛿𝛿𝑊𝑊

where ⊙, ⊘ represent element-wise multiplication and division。
        During quantization process, the output of full-precision operation and low-bit quantization,

�
𝑌𝑌𝑞𝑞 = 𝑄𝑄𝑎𝑎 �𝑋𝑋 𝑄𝑄𝑤𝑤 �𝑊𝑊 + 𝑄𝑄𝑏𝑏( �𝐵𝐵)
𝑌𝑌𝑓𝑓𝑓𝑓 = �𝑋𝑋 �𝑊𝑊 + �𝐵𝐵 = 𝑋𝑋𝑋𝑋 + 𝐵𝐵 = 𝑌𝑌

where 𝑄𝑄𝑎𝑎,𝑄𝑄𝑤𝑤,𝑄𝑄𝑏𝑏 represent the quantization operation on activation, weight and bias.
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DQC

• Due to the discontinuous nature of the rounding function, the training process of model quantization often suffers from 
instability—particularly when simultaneously calibrating the boundaries of low-bit quantization (LBQ) and the scale factors in 
learnable equivalent transformations (LET).

• To address this, we propose a Distributed Quantization Calibration (DQC) strategy that splits the calibration into two sequential 
stages. After updating the scale and offset parameters of LET in the first stage, LBQ is re-initialized to adapt to the updated 
quantization vectors. This DQC strategy significantly accelerates convergence and stabilizes training. 

Calibration Dataset

full precisionquantized

Loss

Teacher UNet

Quantized UNet

Forward Propagation

Backward Propagation

Pre-constructed

Skip connection

LET LBQGradStage1

LET LBQGradStage2

Trainable Frozen     
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Overall

• Step 1: We simplify the 
structure of OSEDiff by 
removing the components 
DAPE and CLIP Encoder 
to obtain PassionSR-FP. 

• Step 2: We use a quantizer 
with two key trainable 
parts, including a learnable 
boundary quantizer and a 
learnable equivalence 
transform (LET). 

• Step 3: We design a 
distributed quantization 
calibration (DQC) strategy 
and a special loss function
to accelerate the 
convergence of the 
quantization calibration.
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Quantitative
• In the UNet-VAE quantization experiments, 

PassionSR significantly outperforms existing 
methods in the W8A8 and W6A6 settings. 

• For 8-bit quantization, PassionSR performs 
close to or even better than full-precision 
OSEDiff across the datasets, whereas the other 
quantization methods show a significant 
degradation in the quantitative evaluation. 

• For 6-bit quantization, comparative methods 
scored lower on structural metrics (e.g., 
PSNR\SSIM), but higher on the unreferenced 
IQA assessment. PassionSR achieved the 
highest reference IQA scores and relatively 
low non-reference IQA scores. 

• Images with high quantization noise still 
achieved high scores on the no-reference IQA 
metrics, explaining why some quantization 
methods have poor visual quality even though 
they perform better on the no-reference IQA 
metrics. 



Experiments
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• A visual comparison of the UNet-VAE quantification (×4) 

is shown, where we have selected several challenging .

• PassionSR generates sharper results and better textures than 

other methods, indication its superior performance. 

• Notably, in some cases PassionSR even outperforms the 

full-precision version PassionSR-FP.

Visual

Compression



Experiments
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Ablation

• All components have benefits in terms of 

model performance improvement.

• LET brings huge performance improvement.

• DQC stabilizes the LET’s calibration, 

delivering faster convergence and lower GPU 

memory overheads



Conclusion
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We propose PassionSR, a post-training quantization methd for one-step diffusion-based SR model.

• Simplified Structure: simplified diffusion SR model only consists of the core UNet and VAE.

• LET & DQC: LET improves model performance largely and DQC stabilizes calibration process.

• Performance: Outperforms SOTA diffusion quantization methods for SR.

• Time: XXX 

XXX Project Thanks
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